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Optimism about the Pessimistic
Induction

Sherrilyn Roush'?

1. Why worry?

How confident does the history of science allow us to be about our cur-
rent well-tested scientific theories, and why? The scientific realist thinks
we are well within our rights to believe our best-tested theories, or some
aspects of them, are approximately true.* Ambitious arguments have
been made to this effect, such as that over historical time our scien-
tific theories are converging to the truth, that the retention of concepts
and claims is evidence for this, and that there can be no other serious
explanation of the success of science than that its theories are approx-
imately true. There is appeal in each of these ideas, but making such
strong claims has tended to be hazardous, leaving us open to charges
that many typical episodes in the history of science just do not {it the
model (see, for example, Laudan, 1981). Arguing for a realist attitude via
general claims — properties ascribed to sets of theories, trends we see in
progressions of theories, and claimed links between general propetties
like success and truth that apply or fail to apply to any theory regard-
less of its content - is like arguing for or via a theory of sclence, which
brings with it the obligation to defend that theory. I think a realist atti-
tude towards particular scientific theories for which we have evidence
can be maintained rationally without such a theory, even in the face of
the pessimistic induction over the history of science.

The starting point at which questions arise as to what we have a right
to believe about our theories is one where we have theories and evidence
for them, and we are involved in the activity of apportioning ocur belief
in each particular theory or hypothesis in accord with the strength of the
particular evidence.* The devil’s advocate sees our innocence and tries
his best to sow seeds of doubt. If our starting point is as I say, though,
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the innocent believer in particular theories does not have to play the
offense and propose sweeping views about science in general, but only to
respond to the skeptic's challenges; the burden of initial argument is on
the skeptic. The greatest strength of the realist attitude lies at this starting
point, as Arthur Fine (1996} realized, and 1 will argue here that no one
has given reason from the history of science to give it up. In particular,
no pessimistic induction over the history of science has done what it
needs to do in order to undermine our right to apportion our beliefs in
particular theories to the evidence we have for them. To show this I am
going to reconstruct what the pessimistic inductivist could possibly be
saying when he tries to undermine our confidence, and show that there
is one potentially threatening argument form he could use. However,
this argument form requires much more than has been expected if it is
to serve the pessimist, and pessimists have not actually ever offered what
is needed.

For an example of how to start from the beginning, consider the realist
of the soit I described, whom [ will also call the ‘optimist’, who is typ-
ically confident that Quantum Theory has some very big things right.
(As I will explain below, she does not have to know exactly which ones.)
Her confidence in the claims of Quantum Theory is based on trust in
the wotk of the scientific community, her understanding of the good
evidence we have for this theory, and her own thought and knowledge
about the physical world and logical and mathematical matters. There
may be circumstances in which it would be helpful to her to have a fur-
ther argument at her disposal that explains why all of this speaks to her
having a right to her beliefs in Quantum Theory’s claims. But the having
of a right to a belief does not require her to have an argument avail-
able for defending just any challenge to the claim that she has a right
to this belief. If it did then the justificational regress that follows would
undermine our right to any of our beliefs.’

If this is where we start then the anti-realist will have to provide reason
to believe that our innocent does not have a right to such beliefs. One way
to do that would be to cast doubt on the optimist’s evidence for Quantum
Theory, meaning arguing about particular experiments and so on, and if
those doubts were compelling then she would be obligated to respond to
them. Of course, this has not been the strategy of the anti-realist, whose
only other option, then, is to make a general argument for doubt that
will apply to Quantum Theory gua theory, or qua theory of a particular
soit. That is, the pessimist will have to find a fault or weakness that can be
described without reference to the contents of specific theories. If heis to
do this by an induction over history, then he must draw our realist into
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reflection about all {(many, most, typical, etc.) theories and scientists of
the past, and show why those reflections are both relevant and damning
for us. One cannot do a legitimate induction from properties of swans
to properties of bananas.

The pessimist’s tools have to be at a general level and apply to past
theories, but the confidence of the optimist that the pessimist needs to
undermine is in our particular theorles, e.g. Quantum Theory, so the
pessimist needs to display connections both between general and par-
ticular, and between them and us. If instead of or in addition to history
he is going to invoke general concepts, such as underdetermination of
theory by evidence, then the anti-realist will have to explain why these
things have an upshot for belief in Quantum Theory. 1 don't say these
things cannot be done — sometimes a theory exhibits a simple instance of
an epistemologically relevant concept or phenomenon, and surely there
are some similarities between our predecessors and ourselves, 1 am mak-
ing the point that this is what needs to be done in order to provide a
challenge to optimism that we need to take seriously. In the pessimistic
induction over the history of science the relevance of the failures of our
predecessors is supposed to come by way of likeness. We have some prop-
erty or properties in common with them that are relevant to whether
onte achieves true beliefs, and since they failed at the project of get-
ting true theories, we have insufficient reason for confidence that we
are succeeding, .

I will argue that for the pessimist’s historical evidence base of failure
to be relevantly similar to us, his argoment must be formulated as a
meta-induction, an induction over our beliefs in scientific theories and
evidence on the one hand, and the properties of those beliefs — truth, fal-
sity, or fallibility, for example - where these take the position that swans
and white respectively do in the generalization to ‘All swans are white.’
There is one way that similarity at the level of these meta-facts - they
had beliefs ..., we have beliefs ... — could be the basis of the induction
the pessimist desires, I will argue. Howeves, simply because of the way
inductions work, two more elements are needed: to know which facts
about their beliefs are relevant to claims about our beliefs and why - the
contents of the beliefs are different after all — and to know why even
a meta-claim about ourselves, a claim about our having certain beliefs
and dispositions to believe, should affect our confidence in our object-
level claims, say of Quantum Theory. Although T will explain why the
pessimist is on good grounds in the second claim, I will also show that
tinding a similarity that could support a possible induction from our pre-
decessors to ourselves in the first place, requires recourse to properties
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so general that the induction is easily undermined by more particular
and relevant differences.

Could the similarity between our predecessors and ourselves be at the
level of evidence? I will look for a similarity at the first-order level -
the content of evidence claims — to show that there is no way to avoid
putting the induction at the meta-level. The content of our set of evi-
dence claims is different from that of our predecessors, but the pessimist
might hope to avoid that problem; our evidence set is different from
theirs, but they overlap over some propositions. However, even partic-
ular evidence claims that we may share with our predecessors can be
relevant to whether our theories are true only if their content is relevant
to the content of our theories in the right way. Typically it is not.

The content of the evidence for or against most theories in history is
not relevantly similar to the content of our particular evidence or theo-
ries. Obviously, whatever made the theory of bodily humors seem likely
is not relevant to Quantum Theory in the right way. But the lack of
appropriate relevance persists in more apparently plausible cases too. For
example, whatever it was about the facts and the phlogiston theory that
made scientists give up that theory is not evidence against our chemi-
cal theory or the parts of that picture that we might have retained. Our
theory did not retain parts of that theory that we (and the pessimist)
thought that evidence had falsified, so the evidence that falsified that
theory does not falsify our chemical theory. The relevant evidence of
our predecessors was supposed to be the evidence they had for their the-
ories, one will say. But this fares even worse. Anything we did retain from
their theory had not been falsified by any of our predecessors’ evidence
{or ours), so any positive evidence they had for their view is also posi-
tive evidence for that part of ours. The rest of the new theory we have
about the subject matter would not be inconsistent with that evidence
either, since we knew about that evidence when we formulated our the-
ory. If the evidence for their theory told against our theory we would
not be espousing our theory, since this is evidence that we knew about
in choosing our own theories.®

These points depend on a comically idealized picture of the way tran-
sitions are made between theories over time. However, that fact does
not help the pessimist. Consider the phenomenon of Kuhn loss, where
a later theory fails to explain a phenomenon the earlier theory did.
In such a case either our theory is consistent with that phenomenon
(though shedding no light on it) or it makes predictions inconsistent
with the phenomenon. If it is consistent, then that evidence shows not
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that our theory is false, but at most that it is incomplete. If our theory is
inconsistent with that evidence, then there exists evidence against our
theory. But the existence of evidence against Quantum Mechanics does
not provide material for a pessimistic induction. There would be nothing
essentially historical about the problem — at most history was used to dis-
cover a problem for a particular theory of curs, that there exists evidence
contrary to it.

Or consider violations of what Feyerabend call the Consistency Condi-
tion, which says later theories must be consistent with the observational
evidence for earlier theories and which I assumed above. As with Kuhn
loss, such sets of evidence will not yield a pessimistic induction that casts
doubt on Quantum Theory, since to find such a case is simply to find evi-
dence contrary to our theory, not to find a phenomenon casting doubt
on our theories that is essentially historical.

These points are sound when they concern particular theories and the
contents of particular evidence, one might say, but what if Kuhn loss
and violations of the Consistency Condition are recurrent phenomena
in the history of science? In that case, the induction that may be possi-
ble is a meta-induction, since it concerns similarity of our predecessors
to us in the believing of theories for which they and we had (have) good
evidence, and in the existence of evidence against their theories that
they were, and therefore we probably are, unaware of or stubborn about.
A theory can be mostly or approximately true, howevet, while not being
consistent with all evidence — indeed it can be exactly frue despite some
contrary evidence, provided only that we got an auxiliary a little bit
wrong. And we can be legitimately highly confident in a theory while
also being highly confident that something is wrong somewhere with-
out knowing where, and thus legitimately confident that there is some
contrary evidence somewhere too. 1 will explain these points when I
come to the preface paradox below. If the pessimist could show that
the phenomena of Kuhn loss and violations of consistency are large and
rampant throughout the histery of science, then he would be on his way
to the meta-induction described. However, the facts about method that
1 argue below undermine the last possible pessimistic induction would
also undermine that one.

These points and common sense tell us that the relevant similarity
between us and our predecessors are the general facts that our prede-
cessors had evidence that supported their theories. Since their evidence
was inadequate to their presumed goal of having true theories, the sim-
ilarly supportive evidence we have is also likely inadequate to the same
goal for our theories. The similarity for a potential induction must be
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between how their evidence and beliefs related to their theories’ truth
valies and how our evidence and beliefs relate to our own theories’ truth
values. Their beliefs were somehow justified by their evidence and false,
and our beliefs are also justified by our evidence and despite this also
probably false. '

The problem with this approach is that in escaping the differences in
particular content of theories and evidence from the past to our own by
going to the general comparison, the pessimist will be making an induc-
tion that falls victim to those same particular differences in a different
way, because of the way induction works. It is an elementary and familiar
fact about induction, that even if all F so far are (, the inference to the
claim that the remaining cases with F will be G is rendered illegitimate if
the remaining cases are known to have a further property which we know
is relevant to whether G arises. Reichenbach called the move where we
take into account that further evidence ‘cross induction’ (Reichenbach,
1949: 430). Thus, the epistemological mistake of the man who jumps
off the top of a building and at the 40th floor says ‘So far, so good!’ is
not in making the induction in the first place, nor in being wrong in his
conclusion, but in faiting to use his knowledge of terrestrial gravity to
undermine the induction with a cross induction.

There is straightforward material for a cross induction against the lat-
est argument I have described on behalf of the pessimist. If the pessimist
cites for the base property of inductive comparison the fact that our pre-
decessors, like us, had (good) evidence for their beliefs, then two facts
combine to counter the inference from this similarity and the falsity of
their theories to the conclusion that ours are probably false too. One is
that the content of our evidence propositions and evidence sets is dif-
ferent from the content of theirs; at the very least there is more of it. We
have done more and different experiments, for example. Secondly, the
content and quantity of evidence is relevant to whether the belief one
bases on it is likely to be true. This is so, at least, unless no amount of
evidence short of infallibility is sufficient to justify any degree of belief
in a theary, and unless more or different evidence does not make a dii-
ferenice to whether your belief based on it is likely to be true. But the
problem those possibilities pose is the general problem of induction,
and if pointing to that was the pessimist’s argument he need not have
reported it anew or enlisted history to make it. Moreover, it is an argu-
ment that would undermine his own induction. Since our evidence set is
relevantly different from our predecessors’, it remains to be shown why
their failure is a reason to believe in ours. The optimist is in a strong
position here, for she has no burden to argue that our evidence is befter
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than that of our predecessors. it is the pessimist’s burden to say why
it is not,

The first meta-induction I have reconstructed for the pessimist is
undermined by a simple cross induction. However, there is another meta-
induction available. In this argument we would take the base property
again to be believing and having (good) evidence, but the inferred prop-
erty will be not being wrong but being unreliable. If our predecessors’
theories were usually false, as the pessimist supposes, then our prede-
cessors were unreliable. If we, like them, believe on the basis of what
looks to be good evidence, there would seem to be excellent reason to
think we are unreliable too. The unreliability of belief in theories is dif-
ferent from theories'being false because it is different from a belief being
false. A belief can be unreliably formed and yet happen to be true. Thus,
because the property of unreliability is distinct from that of falsehood,
this holds out hope that there is a good pessimistic argument after all.
What would follow about our rational confidence in particular theories
if the pessimist succeeded in this way in giving reason to believe we are
unreliable is again a separate question.

In what follows [ will address the argument just described, and the
proper relationship between beliefs in our reliability level and beliefs in
our theories. For this purpose we need a more precise understanding
of the properties of reliability and fallibility, and the proper relation of
beliefs about whether we have these properties and rational confidence
in our thecries’ claims about the world.

2, Fallibility

There is no disagreement today that our science is fallible, that is, that
we could be wrong, that our evidence is not strong enough to imply the
truth of our theories. The issue is not whether we are fallible, but whether
given that we are we can nevertheless have a right to confidence that our
theories are true. The pessimist just imagined tries to show us we don’t by
showing that we are not just fallible but unreliable. But one might think
he does not need to go that far, for is there not just something wrong
with admitting you are fallible on the one hand, and persisting in high
confidence in your theories on the other?

If this is our reason for pessimism, and if it works, then we do not
need an induction over the history of science. However, showing what
is wrong with this idea in its various forms will yield an understanding
of fallibility that will in turn allow us finally to evaluate the pessimist’s
induction as most recently described.
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To see what looks wrong about acknowledging fallibility and remain-
ing confident, suppose that admitting our fallibility means being conti-
dent that at least one of our claims or theories, py, pz, P3, -- - P1o,000, 18
WIOnE:

* not-p; or not-pz or not-ps or ... or Not-Pigace

How then can we simultaneously be contident in each of those claims

** P, P2, Pas -+ P100GO
when their conjunction
**% y and pz and p3 and ... and pig,000

directly contradicts the disjunction * above? On the other hand, one
can imagine what looks like a quite sensible way of having such an array
of beliefs by imagining a person who confidently offers the claims of
her book, yet also in the preface admits that a few of them are probably
wrong. The difficulty here has come to be called the Preface Paradox.
Philip Kitcher (2001a, 2001b) noted some years ago the resemblance
of this paradox to imagining our beliefs in scientific theories as justified
despite our acknowledgement of possibie ertor, and sided with intuition.
Of course the person writing the preface is saying something sensible,
whatever precisely we eventually figure out it must be. She is not contra-
dicting herself and we are not either when we do not take our fallibility
to be a reason to give up our confidence in our theories.

This is right in my view, but it would also be good to know pre-
cisely what she is saying, so that we can put to final rest the sense
of suspicion about our confidence in scientific theories that this para-
dox nurtures. Over the years a variety of proposals have been offered
for resolving the Preface Paradox, but they carry high price tags. Some
have involved denying that conjoining conjuncts preserves justification
(denying closure of justification under conjunction). Others propose that
the lesson of the Preface Paradox is that it is possible to rationally believe
two contradictory claims — the conjunction and the disjunction - as
long as we avoid conjoining them and thereby believing a contradic-
tion. Fortunately 1 do not think we need to go this far, for it we take
it that rational degrees of belief are required to satisfy the probability
axioms, thus,

S rationally believes ¢ to degree X iff, Ps(q) =x,
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where Ps is a probability function, then we will be able to see that there
is no paradox at all. The facts [ am about to discuss are familiar to prob-
abilists, possibly so familiar that it explains why I have not been able to
find this solution written down. But it is worth putting them down in a
way that highlights their salience to our questions here.

[ take it that the attitudes of the preface writer that we need to explain
involve being highly confident in each of the claims of her book, and
also highly confident that at least one of them is wrong. But it is simple
to show that if one’s degrees of belief conform to the probability axioms
and they are not extreme -- zero or one - then having a preface-writer set
of attitudes is not just permissible, but obligatory. Suppose I am highly
confident in each of my book’s claims:

** Pl Dz Pas -- - Progoo Ps(pu)=.95, foreach n

Then T am rationally required also to have a very, very high degree of
belief that at least one of them is false, i.e.:

*not-p1 ornot-py ornot-pz or ... or not-pigony  Ps(*)=.99 repeating
This is because the probability of a conjunction, here
*** p1 and p; and pz and ... and pio,00

is the product of the probabilities of the conjuncts.” Since the confidence
| have in each conjunct is not perfect but .95, the required confidence
in the conjunction is very low indeed. I would only need to have 59
such conjuncts in order for the required confidence in the conjunction
to drop to 5 percent. 95 percent raised all the way to the 10,000th power,
as in this case, makes the probability of the conjunction practically nil.
It immediately follows that the probability of the negation of this con-
junction, that is, of the disjunction of the negations of the conjuncts,
must be very, very high. This is just how the degrees of belief of our pref-
ace writer are arranged, with her very confident that at least one of her
claims is false.

Ome might object that on this picture the rational credence in the
conjunction of claims of the book is still low, whereas the preface writer

" should surely be confident of that conjunction. But as long as we assume

that her degrees of belief are not extreme, the probability axioms require
her to have very low confidence in the conjunction despite her very high
confidence in each conjunct, so this objection amounts to insisting that
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the preface writer should be probabilistically incoherent. The strongest of
the author’s reasons to believe each of the p's and their connections will
anyway tend to be local, and to ask for her confidence in the conjunction
we would have to ask whether she thinks alf of the claims true, Given
the obvious contradiction between this and the claim that at least one
of the claims of the book is false, surely she would demur.

What if the preface writer’s degrees of belief concerning these matters
are extreme, zero or one? If her confidence in each of the conjuncts is full
then probabilistic coherence requires her confidence in the conjunction
also to be perfect (17 = 1), maximal, and thereby also requires her to have
zero confidence in the disjunction of negations of the conjuncts.® This
may look like a problem, since for such a person to be probabilisticaily
coherent, she must not have the slightest degree of belief that one of her
beliefs is false; she must not acknowledge her fallibility, so she must not
write that preface if she is to remain rational. But while this is true, it
is not paradoxical, for the person described in this case is not plausibly
someone who would write that preface in the first place. The person we
are imagining has perfect confidence in each and every ctaim of her book.
This mieans she does not leave open any possibility of being wrong, the
formal expression of which is the fact that the maximal degree of belief
{one) makes impossible any revision of that belief on the basis of change
in other beliefs. The paradox of the preface does not arise merely from
the fact that p1, p2, p3, --- Plogoo ate together incompatible with not-
p1 Or not-pz or not-p3 or ... of not-pigeoo- There also must be reason
to suppose that those propositions (or other appropriately contradictory
relatives of them) are ones that the writer of the imagined, apparently
reasonable, preface is confident of in an incoherent way.

One might object that how confident one is allowed to be in the
disjunction of negations depends, on this picture, on the number of
conjuncts asserted, and must be small if there are few conjuncts. The
confidence of our preface writer, on the other hand, that she has made
at least one error is surely high. The allowed confidence in the disjunc-
tion does indeed depend on the number of conjuncts on this picture.
However, the preface writer's level of confidence that she has made at
least one error also intuitively depends on how many claims she has
made, If you had confidently made only three claims, how confident
would vou be that at least one of them is wrong? Surely not a great deal
more than your hesitancy in each of them, in conformity with what the
probability axioms require. In such a case it would be strange for the
preface writer to express high confidence of error. Conformably, 1 have
never seen an abstract or first paragraph of an academic paper announce
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the high likelihood that something in the paper was erroneous. The rea-
son that the Preface Paradox is most pressing in the case of a book isn’t
just that books have prefaces, but also that books are long,

This straightforward resolution of the Preface Paradox depends on
avoiding a threshold conception of justified belief. That is, we do not
ask whether or not a persen is justified in (fully) believing p depending
on how high the probability of p was taken to be, or at what level of
evidence quality a subject is justified in having full belief. Rather, we ask
whether or not a person is justified in having a certain degree of belief in
P, and this depends on whether that degree is probabilistically coherent
with the rest of her degrees of belief in evidence - and other proposi-
tions. Thus, a person is justified in having fill belief in p if and only
if her evidence and other beliefs require her belief in p to be one (see
note 5). The reasonableness of this solution is seen in how well it
incorporates the phenomena of fallibility, which was what the thresh-
old conception was trying to do in taking a non-maximal amount of
evidence to justify a maximal degree of belief.

Just as it is rational to write the preface while remaining confident
in each of the claims of your booek, it is rational to acknowledge that
some of the claims of your theories are probably wrong -~ you know
not which - and vet to remain confident in each of those claims. A
conception of rationality as requiring probabilistic coherence wouldn’t
have it any other way. In particular, we are well within our rights to be
both confident in Quantum Theory and also confident that something
of it probably mistaken, without needing to know where the prablem
is. Thus, confidence in our theories can coexist with confidence in our
having made some mistake. This is another expression of the fact that
the pessimist cannot win at the first order but must deal with claims we
make about our beliefs and theories.

There is a richer way of representing the claim of fallibility than the
contidence in the disjunction of negations of my beliefs, and it will give
our pessimistic inducer another chance. It is of course not impossible for
a maximally confident person to write the self-doubting preface; only,
as we said, implausible. If we express fallibility in a more adequate way

" than we have so far, we will see that it is not even first-order proba-
.- bilistically incoherent for the maximally confident person to write that

preface. There is a broader irrationality involved in it though, that cor-

- responds to our expectation that a person would not feel inclined to do
.that. The formulation of fallibility above implicitly took my expression

of my fallibility about the topic of my book as itself in direct competition

- with my confidence in each of the proposlitions in question, equating my
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recognition of my fallibility with a lack of perfect confidence that ail of
those propositions were true, This is one way to understand the problem,
and it generates the most direct version of the Preface Paradox that we
just dealt with. However, what 1 am asserting when I say with high (not
maximal) confidence:

not-py or not-p; or not-p3 Or ... or not-Pieoso

is not giving me or my audience any more information over my lack of
perfect confidence that:

p1 and p; and pz and . .. and pio.o00

{except the fact that with regard to these degrees of belief I amm coherent
and responsive to the relation between the contents of these proposi-
tions), My high, or at least non-zero, confidence in the disjunction of
the negations of the conjuncts is not a statement of my fallibility. It is
simply an expression of my less than perfect confidence about particular
matters.’

When someone discovers that he is sometimes wrong about such
things, what he discovers is unfortunate, his discovering it is fortunate,
but neither is just the same thing as his lacking confidence in the partic-
ular propositions. Rather, it says he has a general property, a tendency
among his beliefs; it is a statement about his beliefs, a statement which
would include among its terms not only ‘p’ but also ‘B(p)’, meaning the
subject believes p; as such, a statement of my own fallibility is second-
order, expressing a belief about my beliefs. We feel that the maximally
contfident person should do something in response to this discovery
about his beliefs, but it is not impossible as a matter of fact for him
to fail to. It would not even make him incoherent at the first-order if he
faited to respond with a reduction in his confidence in p (not without
further assumptions). This way of thinking about fallibility thus avoids
the first-order Preface Paradox too. However, intuitively, believing our-
selves fallible surely places some kind of rational demands on us in the
management of our first-order beliefs.

What exactly those demands of rationality are is a general, non-trivial,
issue, but this is a question the pessimistic inducer needs an answer to.
For even if he succeeds in convincing us that the unreliability of our
predecessors is a reason to believe in our own unreliability, we now see
that we must ask why this should obligate us to reduce our confidence
in Quantum Theory. Here I will do the pessimist a favor by filling in this
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blank in his argument by defining fallibility as a second-order property,
and explaining why and how it places rationality constraints on first-
order beliefs,

If T am asserting an explicit claim of my fallibility in the preface, [ am
not withdrawing confidence in my beliefs but making an observation
about the probability that creatures like me, with dispositions like this,
get it right about matters like this. The claim that q and the claim that
I or those like me have a general tendency to imperfect beliefs on q-like
matters, are distinct kinds of assertion.

It seems cleat to me that the second-order property that is fallibility is
an inverse of reliability, which is also a second-order property. We can
say that a person’s belief-forming process is x percent reliable (with respect
to q) when:

PR(g/B(q)}=x0

That is, the probability that q is true, given that the subject has full
belief in q is x, where for simplicity we are taking ‘B(p)’ to mean perfect
confidence.'! For the moment we may think of this probability as a rate
of success, representing how often q is true when the subject believes
it; an interpretation suitable in this context must in any case be objec-
tive, hence ‘PR’ instead of ‘T, Obviously, the probability that a person is
right about q when she has perfect confidence in it is not necessarily 1;
confidence does not imply reliability.

From this definition fallibility can then be expressed as the size of
the gap between her reliability and perfect reliability. Perfect reliability

:. means the rate, PR(q/B(q)), equals 1. Always, when she is sure of it, it is
© true. Thus, she is faliible (in her full beliefs) to degree y when:

1-PRQ/BQ) =Y

To acknowledge one’s fallibility is to acknowledge that y >0, and that

PR(q/B(q)}=1—y. That is, it requires a degree of belief in a statement
about the objective conditional probability PR{g/B{(q}). However, with-
out further assumptions one’s belief about this conditional probability
does not constrain one’s belief about q in any way.

- When we say we might be wrong somewhere, we could mean this

- second-order claim. It does not immediately conflict with our first-order

beliefs, which is good news for avoiding a new second-crder Preface Para-
dox. The bad news that does suggest a new Preface Paradox is that it
would be broadly irrational not to respond to the discovery of fallibility
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by doing something about our confidence in . We will resolve this below
in a way that reassures us in both of these directions. To make the con-
nection between the two orders we would need to make an assumption
about how a degree of belief about a property of our degree of belief
in q should relate to degrees of belief in q. Since these two beliefs are
distinct states of affairs at different orders, probabilistic coherence alone -
conforming one’s degrees of belief at a given order to the probability cal-
culus - does not by itself give a constraint concerning that connection.
For those in the know, note that this is explicitly acknowledged in the
fact that P(q/P(q)==x) is taken to be an independent constraint worthy
of discussion and disagreement, and requiring argument.

3. Non sequitur

We now see how to express admission of fallibility in a way that is consis-
tent with first-order assertion of particular claims, but is it not clear that
the admission still undermines our justification for the first-order belief
by an obvious and immediate inference? Wouldn't our serious fallibility
as scientists, if shown, automaticaily give reason for an equally serious
reduction of our confidence in Quantum Theory?

‘We should not conclude this hastily. Consider one consequence if we
did think that the admission of fallibility immmediately undermines our
justifications for first-order beliefs, even domain-specifically. Most of
us will have been frustrated at least once by a typical Creationist (or
Intelligent-Designist) line of rhetoric one hears, which points out that
the theory of evolution has not been proved. Therefore, it is concluded,
opposing views (especially one in particular) have a right to be taught in
public schools. We should have an ‘open mind’, and not be so confident
in the views of the scientific mainstream that we present them as true.
It certainly looks like the Creationist is appealing to the fallibility of sci-
ence in this argument, and taking it to require no more than 50 percent
confidence in evolution.

One obvious reply to this is that he is mistaking a small quantity of
fallibility for a problem so large that it puts all views and frameworks on
an equal footing of plausibility. ‘Proof’ is for mathematics and logic, not
for empirical research where fallibility is just the way it is. The possibility
of error does not justify an mwﬁwomwms to the night in which all cows are
black. Our theories are fantastically better studied and verified than the
opposing theories vying for a platform in public schools. But how can we
justify this claim about the irrationality of the move to equal plausibility?
And if the level of fallibility is significant, then what? The resemblance

Optimism about the Pessimistic Induction 43

of the form of the pessimistic induction over the history of science fo this
Creationist rhetoric is somewhat alarming. In charity we must suppose
there is a difference, but it would be nice to know what it is. We will see
below that when we understand what has potential in the pessimist’s
argument — by understanding the rational place of fallibility claims - we
will also see what is fallacious about the Creationist argument.

The pessimist has potentially more to offer than the Creationist, if
he can convince us that our predecessors were often or always wrong,
meaning they had a low, or very low, reliability, and also that we
are similar. But how should we count? What if there are more the-
ories in the last 100 years than in the previous 5,000, and whereas
all of the previous ones were false (or at least abandoned) a high per-

- centage of those in the last 100 years are still not falsified (and are

retained)? All of these theorists are our predecessors and the overall num-

_ bers wouldn't yet be shown to be bad on this quite plausible way of
- counting. It is not clear how anyone will decide non-arbitrarily how to
" count the historical cases, but this is a problem for the pessimist now
: since we have put the ball in his court again by describing one plausi-
- ble way of counting that makes the fallibility of our predecessors low or
" unknown,

- In charity to the pessimist I will suppose we can find a reason to think

. the supposedly large impairment of our predecessors is shared by us, in

order to reconstruct his best possible argument. The current problem is

”m why even if we successfully attribute a surprising, significant, general
level of unreliability to ourselves, this should issue in a withdrawal of

our confidence in specific first-order matters, such as particular claims
of the Special Theory of Relativity. Suppose that g =the speed of light is
not different in different frames of reference, where frame of reference

is defined by velocity. The claims that are probabilistically relevant to

that claim are the results of the Michelson-Morley experiment, the claim
that the interferometer arms were equal in length, and so on. The first is
relevant because if the experimental apparatus works as it should then
the fact that no interference fringes show up in the experiment raises the

. probability that the speed of light is constant over reference frames. The
second is relevant because length equality in the interferometer arms

increases the probability that the apparatus works as it should, i.e., that
fringes you may see are due to variation in the speed of light. Length

-equality is relevant to the hypothesis because it raises the probability of

that hypothesis given the experimental outcome. Our being fallible is
definitely not relevant to the Special Theory of Relativity in the way that
typical evidence like this is,12
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As pointed out above, it is a straightforward fact that the general level
of unreliability we might attribute to ourselves,

PR(q/B(q)) =X,

is niot probabilistically relevant to

q

and thus not to how much confidence we should have in q, without
further assumptions. PR{q/B(q)) is related to PR(B(q)) via:

PR(q/B(q)) =PR(q . B(q))/PR(B(g))

But the question is what confidence we should have in g, given our
credence for PR(q/B(q)) = x, not what confidence we should have in B(q)
in that circumstance. How confident should I be in q if I believe that the
probability that g is true given that [ believe it is x?

4, Descent

I will call this the problem of ‘descent’ because we have to say how and
why a second-order discovery about our tendency to believe should affect
our confidence in specific first-order claims. Surely a discovery that, say,
we fall into a class of people who have a 20 percent error rate on theoret-
ical claims doesn’t mean we need to drop our confidence in the relativity
of simultaneity to 50-50, meaning that all bets are off. But it is reasonable
to think it means something.

A notion that would give the pessimist’s intentions their due is that
of calibration: we are calibrated when we match our confidence to our
accuracy (reliability). We can see an example of the concept of calibration
in the way that an eyewitness’s confidence on the witness stand relates,
or should relate, to his other properties. We onlookers may have no
informaticn about the person’s track record in making face recognition
judgements, but there is a track record and it appears to be epistemically
good, in some sense, if the witness is no more confidént in his judgement
now than the percenitage of times he’s gotten such judgements right in
the past. His track record-is a clue to how reliable he is. If he’s been
right 99 percent of the time it would be epistemically good if he were
very highly confident. (Otherwise in trusting him only to his level of
confidence we are deprived of the information he likely has.) At the other
end of the spectrum, if he were right 50 percent of the time in past such

Optimisim about the Pessimistic Induction 45

cases, we hope that he would say ‘T don’t know.” He may have no inkling
of his bad track record — he may have acquired amnesia since his last such
judgement - and if we don’t know about the amnesia or the track record
we are out of luck. It is clear what would be most epistemically sound
and helpful in these situations, from imagining it present and imagining
it absent.

Thete is psychological evidence that jurors use confidence of a witness
as an indication of accuracy by default, effectively assuming calibra-
tion without any information pertinent to the property. That is, on
first encounter with a witness, a juror tends to believe what a confi-
dent witness says in direct proportion to the witness’s confidence. Since
confidence implies nothing without calibration, this appears to be an
episternic disaster for the system of trial by jury, and was greeted as such
_ onits discovery. This illustrates both that calibration is a non-trivial prop-
- erty, i.e. that confidence and accuracy are distinct properties that do not
- necessarily line up in naturally occurring beliefs, and that it matters to
- us; it would be good for us if a witness’s testimony were calibrated before
we form any particular degree of confidence in what he says, even if,
-as a matter of fact, we tend to be poor judges of calibration. Inciden-
. tally, and in keeping with the idea that we do demand calibration, it has
recently been discovered that (mock) jurors do make use of any further
evidence of error by that witness that comes available, to reduce their
judgement of his calibration and thereby of his credibility when he is
‘confident (Tenney et al,, 2007). The jurors’ default assumption of cali-
-bration is defeasible. We not only care about this property of calibration
‘but implicitly reason with it continuously in dealing with new evidence
and evidence about those who deliver it.
So, suppose calibration - having your confidence match vour accu-
ifacy — is a good thing, and that by ‘accuracy’ we mean reliability,
- probability of being right when you believe, the property defined above
.~that we can get information about by looking at track record. This would
‘imply that our confidence in our particular theories should match our
reliability in making such judgements, and that if we aspire to that then
our confidence should match what we believe our reliability is.1* We have
‘hereby uncovered the basis of an intuition that makes us feel a pull from
the pessimistic induction: if the pessimist can show us that the (sup-
‘posed) low reliability of our predecessors is good evidence that we have
.alow reliability, then we should reduce our confidence in our particu-
lar theories to the level of reliability we have now come to believe we
‘have. If we believe our reliability level as scientists is 50 percent, then we
should be no more confident than not that our theories are true. Thus,
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we can see how the pessimist can finish his argument on us, if he man-
ages to convince us we are unreliable. But this is the only good news for
the pessimist. In what follows 1 will discuss how the historical evidence
the pessimist gives us could be a reason to believe we are unreliable, but
argue that it is not.

Note that this way of viewing the relevance of the second-order prop-
erty of fallibility to what our first-order confidence in particular theories
should be does not license the Creationist move. This is because the rule
1 have described does not imply that fallibility irnplies equal plausibility
of all theories. The fallibility will, speaking in idealization, be a given
number, the reliability being 1 minus that number. Suppose, for illustra-
tion, that the fallibility level of conttemporary science is 20 percent; then
the reliability level is 80 percent. The rule says match your confidence
to your reliability, so in this case our confidence should be 80 percent.
Discoveries about your reliability level in g-like matters may obligate you
to push your confidence in q up or down by a small or large amount,
but they do not automatically mandate, or even license, a leveling in
which every view is as good as every other. This view also shows why the
amount of fallibility matters — our allowable confidence varies with it in
a way that conforms to the fact that .02 fallibility is quite a bit better
than .3 and almost as good as 0 (perfect). In so doing it also resolves
the second-order Preface Paradox, by showing that you can rationally
both believe you are fallible and maintain confidence in your particular
theory, in the right proportions, of course.

5. What have they to do with us?

Suppose our predecessors had low reliability, meaning that they had a
pretty high rate of believing things that were false. If our reliability level is
the same as theirs then, because we should be calibrated, we should have
low confidence in our thecries. The question is whether our reliability
level is the same or similar, and whether theirs being low is a reason to
think ours is so. If I have been right above, then this is the best way
of seeing the issue at stake in the pessimistic induction. The relevant
question is not whether their theories were false and whether that should
matter to us — as we saw above the pessimist can’t get where he wants to
go that way. He will instead argue that because they justifiedly believed
and were unreliable our justified beliefs are unreliable too. Note that
the more particular fact that we have different evidence for our theories
than our predecessors had for theirs, which undermined the pessimist’s
induction above, will not do the job of saving our optimist here. The
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content of evidence claims cannot be depended on to be relevant to
whether our beliefs are reliable since we could easily churn out different
evidence in each round of research, but maintain the same miserable
level of unreliability, for example because we use the same sorry ways of
gathering evidence. However, there are particular second-order facts that
will undermine the new induction, which involve differences in the use
of methods over time.

Let us suppose that we are licensed in concluding that our predeces-
sors are unreliable by looking at their track record. If we are to block the
inference to the conclusion that we are too, it would seem that we need
to know something relevant to our track record. And one might won-
der how we could investigate our own reliability level without already
knowing whether our theories are true. To see our reliability by rate
of true theories we would need to do a count among the theories we
believe, and see how many are true. But theories that we know are false
we 1o longer believe, and asserting the truth of any or all of the ones
.. we believe would seem to be begging the question here. If there exists
- any discernible track record for us, must it not be in the broad sense of
.. 'us’, the set of human beings doing science, in which case, our having

granted the premise that our predecessors were unreliable would mean
the pessimist wins after all.
. What this misses is that the thing we need an estimate of is not track
- record per se but reliability. Tallying a track record is one way of estimating
- reliability but it is not the only way. For example, we can reasonably
- judge a machine to be reliable at doing its job through knowledge of its
~mechanism, or we can justifiably judge it as more reliable than another
- machine via our knowledge of the two mechanisms and of how good
such mechanisms could possibly be at delivering the result we want.
- Another kind of simple example to make the point: we know the valences
“of hydrogen and carbon. Say we know the valence needed at the active
site of any enzyme that is going to catalyze a chemical reaction we warit
to know how to produce. Suppose carbon has that valence and hydrogen
does not. A given molecule with a carbon sidechain may not work, but
- we can see that its chance of doing so is fantastically higher than that of
- a molecule with only hydrogen sidechains.
- We see an analogous thing in comparing our science to that of our
~ predecessors, if we think of methods as mechanisms for leading us to
believe the truth and avoid falsehood. Over historical time, our reliabil-
- ity is potentially and probably different from that of our predecessors
_ because we use different methods. Here I use the term ‘method’ broadly,
so that it includes, for example, techniques that do not take the form
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of tules, and also includes techniques that are specific to a given subject
matter, The greater the historical time between us and them, the greater
the probable difference in methods between us and our predecessors.
If so, then this will be the material for a cross induction of the latest
pessimistic induction if I can show that methods, in particular those
that have actually developed over historical time, make a difference to
reliability.

it is emphatically not necessary for the optimist to show that our
methods are better — if we show that our methods are different and that
methods are relevarnt to reliability, then it will become the burden of the
pessimist to show that our methods are not better, and that thereby we
are subject to the induction from our predecessors’ unreliability. How-
ever, we can, | think, argue for the general superiority of later methods to
earlier methods in many cases, and this will be the easiest way to show
the weaker claim we need, that method makes a difference to reliability.

There is something to the stereotype that the Ancients preferred spec-
ulation to observation, and that speculation combined with observation
is better than speculation alone. There is something right about the idea
that Bacon’s interventional experimental method, and his rules for safe-
guarding against psychological prejudices, get us more information than
mere casual observation, at least, if any method gets us anything at all,
There is something to the idea that following the refinements of exper-
imental methods like those described by John Stuart Mill and William
Jevons gives us more accurate and safer beliefs. The twentieth century
brought a massive number of discoveries and refinements in statistical
methods, and the new century has brought further ones already. Prima
facie it looks pretty good for a claim that in reliability we are not as bad
off as our predecessors. A more detailed look bears this out.

Comnsider some examples of methods, e.g. simple induction and cross
induction. We may be able to show that induction brings us truths in
the long run if any method (e.g. countterinduction) does (Reichenbach,
1949; Salmon, 1967). We may be able to show that the straight rule of
induction is faster than any other method of ampliative inference (Juhl,
1994). But it does not seem that we can show flatly that induction is
likely, or even more likely than other methods, to bring us true beliefs. It
may be that none are getting onto the woild. However, as we have noted,
if the pessimist is going to hang his case on the fact that every scientific
enterprise faces the problem of induction generally, he could have left
off his induction over the history of science. We can show that problem
through one toy case. Moreover, the pessimist usuaily does want to admit
that science gets us some more restricted kind of knowledge than that
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of theories, since otherwise he has a hard time explaining the worth of
what scientists are doing.

Let us assume that the world is susceptible to inductive procedures.
[ will argue that some methods are more reliable than others — where
reliability is as defined above, the probability that q is true given that
one has come to believe it by that method. In particular, some of the
methods we use are more reliable than any of the methods our predeces-
sots used. To show that a method is more reliable than another method, it
is sufficient to show that there are potential errors that the first method

- is more likely to catch than the second method is, and that there are

not errots that the second method is more likely to catch than the first

. method is. If this is to be sufficient for defending ourselves against the
_ foibles of our predecessors, we must assume that the application of the
© first method is just as competent as the application of the second. How-

ever, the pessimist hasn’t shown that our application of method to the

" world 1s worse than that of our predecessors, so we are free to make this

assumption,
First let us consider methods pairwise on a question about a connection
between two properties, F and G. We could construe the question as

" whether the one causes the other, or simply whether the correlation will
- continue as we look at more cases with E. We will apply both methods

to a finite data set in which every case with property F also has property
G. Now consider induction by generalization. This simple rule says that
if all the cases you have seen having property I have property G too,

‘then infer the generalization All F-cases have G. This rule is subject to
:.the simple kind of error of failing to make an available cross inductive

move such as, for example, in the case of the flying man above, using his
knowledge of gravity. It is hard to imagine a human being s¢ uninformed
about the world that he doesn’t know independently of his jump that the
sequence of correlations he is seeing must shortly come to an end. But to
get himself to a warranted belief about whether or not he will go splat, itis
not enough to know this; he must also use the information. The method
of induction by generalization did not tell him to do that. Adding the
method of cross induction would. And i you use any information you
have that is the basis for another induction that cuts across the trend you
see and shows that it cannot, or cannot be expected to continue, there

-are many cases in which you will more likely avoid a false belief than

your counterpart who does not supplement induction by generalization

with cross induction.

“+The error that cross induction guards against is precisely one that

“would reduce our reliability in the sense defined above, for it would be a
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case of the thing you believe (that your fall is not dangerous) being false.
The point here generalizes since any induction is subject to potential
cross inductions due to the non-monotanicity of ampliative evidential
support; unlike a deductive inference, an inductive inference is erodable
by addition of premises. [t is true that any cross induction is also suscep-
tible to undermining by farther evidence, but that is a new error whose
discovery will also require employment of the method of cross induc-
tion. Tt does not immediately appear that there can be potential errors
of the method of induction plus cross induction that are caught by the
method of induction alone, since the former method incorporates the
latter, and the interaction between the two parts of the former method
does not seem to create new error possibilities,

One might object that any cross induction adds one more piece of
evidence to the premises, which will make the premises as a group have
strictly more potential error than the inductive inference that evidence
was supplementing.'* And surely it cannot be proven in general that that
added error potential is less than the error the cross induction allows
us to avoid. This is true, but the comparison to be made is between a
method in which the next use of evidence is always for making a straight
induction or the next use of evidence could issue in the making of a
cross induction instead. On both sides of the comparison you are adding
a piece of evidence. The evidence added in the two types of case could
possibly have different potential error themselves, but we assumed above
that we are no worse at applying our methods than our predecessors were
at applying theirs so we may plausibly assume a symmetry between what
they and we would achieve in error potential of our evidence.’® The
pessimist could try to argue that we are worse at applying cur methods,
but that wasn't a position I have heard a defense of. Thus, induction with
cross induction is mnore reliable than induction alone. Moreover, the idea
that this is so only by our own lights, a favorite phrase of pessimists, has
a hollow ring.

A contemporary Bayesian approach to method incorporates the cross-
induction rule in the following way. An idealized agent’s beliefs are
represented as a total function from all the propositions of a language
to numbers between zero and one that represent strength of belief, that
is, as a total probability function. This means that this ideal agent has
degrees of belief about all matters, and most importantly here, that all the
beliefs that any agent actually has are expected to be taken into account
in any application of any rule that falls out of the probability axioms.
The probability calculus thus incorporates a general, rigorous version of
the cross-induction rule, and it brings more. For example, abiding by it
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allows us to expose equivalence relationships between different formula-
tions of the same and related information, thus helping to identify cross
inductions we might otherwise have missed.

- The quantitative aspect of the Bayesian approach also yields rules for
weighing how far a cross induction undermines an induction. In the case
of the flying man the undermining is complete. Not so in many other
cases. In coming to a conclusion in such cases, we are better off if we can
tell whether the first induction or the cross induction is more powerful,
and this approach provides techniques for doing that. This is only to
mention some specific features of Bayesian method that are relevant to
the execution of cross inductions. Advantages of further features and
methods would take several books to describe, but we don't need to
consider those to make the point that some methods are more reliable
than others, and in particular that some of our methods are better than
some, and in some cases any, of those of our predecessors.

Another problem with simple induction noticed probably first by
Francis Bacon, and dealt with increasingly rigorously and expansively by
John Stuart Mill, Charles Sanders Peirce, Neyman and Pearson, Sir Ronald
Fisher, and many others who have followed, is that in the investigation
of how potent an observed association between F and G is, one must deal
with the possibility that the etfect G was brought about by something
other than F that one was not aware of. This is now addressed through
an enormous and growing list of techniques: methods for insuring a rep-
resentative sample of F’s, the setup of a control group that doesn’t have
F in order to see whether F was really what made the difference to G's
presence, the randomization of the control group to attempt to insure
that variables other than F are not causing any correlation seen. And
the foregoing are primitive descriptions of old techniques for squeezing
information out of experimment and observation, that have been enriched

- and supplemented in the last fifty years by entire fields of researchers,
" in departments of statistics for example, and even among philosophers
. and computer scientists in the case, for example, of causal net program-

ming. To bring the relevance of method to reliability full circle, scientists
have increasingly acquired more, and more sophisticated, methods for
evaluating the reliability of their applications of method.

In many of these cases we do not need to appeal to track record to deter-

“mine whether one method is more reliable than another at achieving a

particular aspect of the epistemological goal. Even when the statistical
community has not settled a matter — e.g. between Bayesians and classical

 statisticians over whether a randomization procedure provides a better
" control group than mere matching - it is not imagined to be helpful to
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try to settle the dispute about methed by pointing to a track record of
scientists getting the right theory when they use it. Thus we do not need
to already know whether or not our scientists are finding true theories in
order to evaluate the quality of the methods they are using compared to
the methods of their predecessors. The hottom line for our argument here
is that these sophisticated methods are used today and were not used by
our predecessors in earlier centuries; method is relevant to reliability - as
we have shown by showing that some later ones are more reliable than
some or all earlier ones, and this is material for a cross induction against
the inference from our predecessors’ unreliability to ours.

6. More is all we need

More, and more specific, investigation along these lines of comparing
methods over the history of science would be valuable for judging where
we stand, and this, 1 suggest, is what the discussion of realism and anti-
realism might constructively give way to, or at least give a place for. Ata
gross level we know that our predecessors were not using certain methods
before a certain point because those methods did not exist at that time.
But there are many questions about what they actually were doing in
each case, and how it compares to what we do for those same topics or
related ones. We need not be motivated by an effort to defeat the general
pessimist about scientific theories — he is already defeated, or at least will
be by the end of this chapter. We are free to be motivated by the intrinsic
interest of the relation between reliability and method.

Even if better methods are available today, are they being used, and
used well? And is our confidence actually tailored to their reliability?
And even if better general methods are available today might they not,
for substantive reasons, have no added reliability value for a given topic
of investigation? In such a case the calibration imperative would counsel
no more confidence in our conclusions than we think our predecessors
had a right to. The task of determining the reliability or comparative
reliability of our methods looks more difficult the more subject-specific
the method under consideration is, since usually one would need already
to know or make assumptions about the subject to know whether such
a method is generally any good. (Although it we cannot make any such
assumptions, we are back to the basic problem of induction.) Content-
independent arguments like those given above about general method go
the distance for these methods.

There are several general reasons why this isn’t a problem. One is,
as explained, that now that we have shown that method is relevant to
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relizbility, the burden is on the pessimist, not us, to show in particular
cases that our methods, of whatever sort, are no better than those of our
predecessors, if he wants to cast doubt on our beliefs in particular theo-
ries. And it is confidence in particular theories - Quantum Mechanics -
not some genetal claim about such confidence in all of our theories, that
the optimist has the goal of maintaining. Another is that what matters
here is the comparison to our predecessors, not the absolute level of
our reliability, for the question is whether their reliability problems are
problems for us. This requires argument, but it is one that can be made.

We can see how the argument works with methods that require sub-
stantive assumptions by considering four cases, a two-by-two matrix over
sameness and difference of substantive assumptions and method. In the
first case we share substantive assumptions with our predecessors and
cur overall methed is the same too, partly in consequence. In this case if
we think they were wrong, then we will think we’re wrong too, because
cn assumption of equally competent application we have the same con-
clusions! But that means those results will not be the matters at issue
that we are currently confident about. (We also do not actually have the
same conclusions so are unlikely to be in this case.} In the second case
our substantive assumptions are the same and cur method is different
{which must be due to other aspects of it). This is the case we dealt with
above: method is in general relevant to reliability, so this is material for
a cross induction and moves the burden of proof to the pessimist.

In the third case our substantive assumptions are different but the
overall method they are part of is the same as that of our predecessors.
Unlikely, but in any case if our overall method is the same while the sub-
stantive assumptions are different, there must be some non-substantive
part of the method that is different, and the central argument above
applies. Once again the ball is in the pessimist’s court. If our substan-
tive assumptions are different and our overall method is, partly thereby,
different, then since difference in method undermines the pessimistic
induction, the burden of proof is with the pessimist, The fact that meth-
ods often involve substantive assumptions particular to a domain or a
question, does not pose a problem for our response to the pessimist.

The pessimist may reasonably protest that even if we show our meth-
ods to be different from our predecessors’, many of our predecessors also
" had methods that were different from their predecessors’. A lot of good
it did them since they ended up wrong a lot of the time. This won't be

enough to revive our naysayer’s argument, though. The fact that our pre-
decessors often had different methods from their predecessors’ is material
- for undermining the induction over their predecessors to them, Thus, our
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predecessors’ predecessors’ failures did not render our predecessors’ con-
fidence unjustified either. So too for us, by the only induction that is left
to make. This may also be why we tend to think of those of our prede-
cessors who used methods that are a subset of ours as being in some real
sense justified even when we also think their conclusions were wrong.

Omne might spy another negative induction in the offing here: it is true
that our predecessors had different methods than their predecessors but
they didn’t succeed any better? Does this not provide inductive evidence
that method is not relevant to reliability, which was a crucial premise
of our cross induction?*® This line is also doomed, for we showed non-
inductively that method is relevant to reliability, even if methods involve
substantive assumptions. Thus, there is something we know, relevant
to the property this argument is inducing to — namely, the irrelevance
of method to reliability — that is {maximally) relevant to whether that
property can be expected to be there in the yet unexamined cases. This
induction too is undermined by a cross induction.

The argument of this chapter also stands against a new pessimistic
induction developed recently by Kyle Stanford (2006; see also 2000a,
2000b, 2003). The inference he describes involves conceivable alternate
theories for explaining our evidence. Stanford points out that there were
alternative possibilities to our predecessors’ theories that were conceiv-
able, and that showed our predecessors’ theotries false, but which they did
not conceive of. We know these possibilities were conceivable, because
we have since conceived them. There is no reason to think we are differ-
ent from them in this respect; there must also be conceivables we have
nat conceived. And, roughly, we can’t show that they don’t undermine
our theories because we're not conceiving of them.

Stanford focuses not on the challenge posed by beliefs of a certain sort,
those about uncbservables, but on ways at arriving at beliefs in science,
in particular whether we can eliminate alternative explanations of phe-
nomena. Since method is directly relevant to this, the argument of this
chapter is relevant too. To perform Stanford’s new induction, the cases
of our predecessors and ourselves must be relevantly similar in the basis
property, which here is proposed to be the affliction by unconceived con-
celvables relevant to the theosetical question the scientists in each case
are investigating. This property is second-order and affects our predeces-
sors’ reliability, because as we know their affliction was partly responsible
for their believing false theories. In fact their ways of dealing with the
problem left them unreliable, as we can see because their theories were
faise. Since we are afflicted by the same problem, we can expect that we
are unreliable. However, granting that we also are subject to unconceived
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conceivables, the question is whether our predecessors’ unreliability that
was due to this property really says anything about us.?” For it to do so
there must not be any other properties to show that we may be different
from those predecessors in our reliability when facing possibility spaces
of alternative theories.

Unfortunately for the pessimist, there have been a lot of discoveries
of new methods for dealing with large theoretical possibility spaces. In
particular, before the early twentieth century possibie alternative expla-
nations for phenomena and experiments were ruled out seriatim as they
were conceived of, The early twentieth century saw the blossoming of
a first round of techniques for ruling out large classes of theories with-
out conceiving of their members (Roush, 2005: 218-223), Since then, of
course, there have arisen more, and more sophisticated techniques.

Once we point out that our methods for dealing with unconceived

. conceivables are different in a way relevant to whether our theories are

likely to be true, it is the pessimist’s burden to show that despite these
differences in method we are no more reliable than our forebears. The
question is not, as Stanford sometimes suggests (Stanford, 2006: 131,
133), whether we have a method good enough to rule out all possible
alternative theories. Since the pessimist is the one doing an induction,
the question is whether our predecessors’ faults should make us think
we are in the same boat, so that we should dial down confidence in our

- particular theories. He has not shown this.

Thinking carefully about the pessimistic induction over the history
of scientific failures shows that it must be a meta-induction if it is to
make past faliures relevant to us. The Preface Paradox is no paradox at
the level where the optimist resides, with first-order confidence in partic-
ular theories. The pessimist must appeal not merely to the falsity of our
predecessors’ theories but to the unreliability of their ways of coming to
their beliefs (as confirmed by their repeated false conclusions). But even

" if we grant their unreliability, nothing follows from this about whether

we have a right to our confidence in our particular theories unless it is
shown (1) that their unreliability is a reason to think we are unreliable
and (2) that our believing we are unreliable forces a revision of our first-
order beliefs on us. [ have argued via our desire for calibration that (2} is
true, However, (1) has not been shown, since the manifest difference in

- methods between us and our predecessors undermines the legitimacy of

the pessimist’s induction. The pessimist seems to be in even worse shape
than having the burden of proof unloaded on him, since it is unclear how
to show that method is not relevant to reliability without appealing to

_the general problem of induction.
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Notes

1.

This chapter has benefited greatly from discussions with Fabrizio Cariani and
members of the Philosophy Department of the University of Washington,
especially Arthur Fine, Bill Talbott, Andrea Woody, and Alison Wylie.

This work has been supported by NSE grant 0823418.

Recent etforts of this sort can be found in Leplin (1997), who argues for a link
between novel predictive success and truth, and Psillos (1999), who argues
for a link between referential continuity and descriptive accuracy.

This stance is of course somewhat similar to Arthur Fine's ‘natural ontological
attitude’ (Fine, 1996). However, besides my focusing more on epistemology
rather than ontology, there is also the difference that here it is a starting
point against which, I argue, there is a compelling form of argument for
ascent from our object-level beliefs to reflection on them, and from there
descent to withdrawal of confidence in particular theories. It’s just that, as |
show below, it does not appear possible to make such an argument successful,
The claim I intend here does not assume as much externalist epistemoiogy
as it may seem. I grant that the optimist needs to have an ability to give
reasons for her beiiefs in theories, but the believer I have described can do
this by citing her evidence for them. My claim that she need not have an
argument ready for just any challenge to her right to her beliefs in theories
is consistent with an obligation to take seriously any prima facie good argu-
ment against that right if she is to retain her status as justified. My point
is that whether there are good arguments against her right is something
that needs investigation before she loses her justified status by not having
responses to them. Canvassing the space of such arguments is what 1 do in this
chapter.

1 am making a crude ‘one drop’ assumption about falsification here. But the
pessimist must also be assuming the past theories are false or his negative evi-
dence from the history of science disappears, since the property he is inducing
to is ‘probably false’. We can use here whatever sense of ‘falsification’ he is
using there, and make the same argument. The pessimist could instead be
arguing that past theorles are false in virtue of being inconsistent with our
theories, but that is not a first-order option in which the evidence for past
theories is pessimistically relevant to our theoties, which is the form of pes-
simistic argument considered in this section. Any second-order argument
in which the falsity of their theories is supposed to be a reason to reduce
confidence in our theories would fall victim to the central argument of this
chapter, which follows,

If the p's are not independent, then there are conformably fewer sources of
potential error than the number of p’s, and the case is like a conjunction with
fewer conjuncts. The comparison of few and many conjuncts in the preface
situaticn is treated below.

Thus, a maximai level of justification is closed under conjunction. What is
not closed under conjunction is rational degree of justified belief. The failure
o distinguish these two facts, and the intuitions that correspond to them,
causes much confusion about these kinds of cases.

This is also one problem that afflicts Andy Egan and Adam Elga’s (2003) argu-
ment that one can't coherently believe one is unreliable without withdrawing

10

11.

12,
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the beliefs in question. There fallibility of a given degree has simply been
formulated as with the original Preface Paradox here, as the disjunction of
the negations of the propositions 1 believe, which automatically cancels that
same degree of confidence in the claims in question. The second-order for-
mulation of fallibility I give and the sclution I just desciibed provide two
independent resolutions of their problem.

This is not the only way to express reliability, and hence fallibility, though 1
think that any adequate way of expressing it as a property must be second-
order, not first-order. I have switched to considering the reliability of full
belief for ease of exposition. The same argument can be formulated for rate
of success for a given level of partial belief in q.

Onemightbe worried about the lower end of the spectrum of degrees between
0 and 1. What could it mean to say that someone was 20 percent reliable? It
means, simply, that they get it right 20 percent of the time. They wouldn’t
be a very useful source {except in reverse, in a yes—no query), but that isn't
the problem here.

One might notice that the second claim is the denial of a Type II defeater - a
claim not that the purported evidence claims are false but that the purported
support relation between the evidence and the hypothesis is weaker than
thought. And one may wonder whether we don’t need something higher
than first-order probabilistic relevance to model that relevance, If we need
second-order claims and these are intuitively relevant to the truth of Spe-
cial Relativity, then we don’t need any special explanation of why fallibility
claims are relevant too. But first-order relevance accounts for (first-order)
Type I defeaters handily. Cis a Type Il defeater of the claim that A supports B
iff Pr(B/A) > Pr(B/A.C). A Type Il defeater screens off the relevance of A to B.
The relevance of all the specific claims to the hypothesis that the speed of light
is constant over reference frames can be represented at the level of first-order
probabilistic cohetence. The relevance of claims about fallibility cannot.
The obligation to keep yourself calibrated (as opposed to being in that
state) can be formulated as a rule for updating our beliefs on discov-
ety of information about our rellability level, so: Pry(q) =Pr;(g/[Pri(q) =x.
PR(q/Pr;(q) = x} =¥]) =y. That is, the final degree of belief you ought to have
in g given that your current degree of belief in q is x and that you think the
objective probability of q when you believe q to degree x is y, is v. So, for
example, if you know that in the past when you responded to the weather-
man saying there was a 30 percent chance of rain on a given day by having a
30 percent confidence in rain that day, and it actually rained 60 percent of the
days, then you should update today’s weatherman-induced 30 percent con-
fidence in rain to 60 percent. This scheme is an extension of the Bayesian
constraints on rationality, which relaxes certain idealizations in order to
accommodate the fact that while it is unfortunate to discover you are less
reliable than you expected, the only irrationality would be to fail to respond
to that discovery. I am currently developing the details of this rationality
constraint. Defense of the formal constraint is a very complicated matter,
but my ground for endorsing calibration here is the empirical evidence that
it is beneficial.

-14. T am grateful to Arthur Fine for this objection.
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15. There is a serious probieim in this direction, first noticed by Hume, that comes
from the potential error added in moves where we try to catch our errors. See
Vickers (2000). [ am able to escape it here because the situation allows me to
make felicitously comparative judgements.

16. I owe this objection to Bill Talbott.

17. 1say the property in question is reliability. We could start with an argument
where our predecessors faced unconceived conceivables and ending up with
false theoties, but we already know that such an induction is undermined by
our having different evidence sets from them.
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